An UGC-CARE Approved Group-II Journal www.ljearst.co.in

ENGINEERING IN ADVANCED ISSN 2352-8648
RESEARCH SCIENCE AND Vol.03, Issue.01
TECHNOLOGY September-2021

Pages: -142-133

BANDWIDTH EFFICIENT NOISE AWARE ACCELERATED
IMAGE ENHANCEMENT

‘CHIKKAM SOWBHAGYA LAKSHMI SAI PRIYA, ‘S SAMBASIVA RAO DANNINA
'P.G Student, Dept. of ECE, Prasiddha College of Engineering & Technology, Anathavaram, AP
*Associate Professor, Dept. of ECE, Prasiddha College of Engineering & Technology, Anathavaram, AP

ABSTRACT A novel method of contrast enhancement is proposed for underexposed images, in which heavy
noise 1s hidden. Under low light conditions, images taken by digital cameras have low contrast in dark or
bright regions. This is due to a hmited dynamic range that imaging sensors have. For these reasons, various
contrast enhancement methods have been proposed so far. These methods, however, have two problems:
(1) The loss of details in bright regions due to over-enhancement of contrast. (2) The noise 1s amplified in
dark regions because conventional enhancement methods do not consider noise included in images. The
proposed method aims to overcome these problems. In the proposed method, a shadow-up function 1s
applied to adaptive gamma correction with weighting distribution, and a denoising filter 1s also used to avoid
noise being amplified in dark regions. As a result, the proposed method allows us not only to enhance contrast
of dark regions, but also to avoid amplifying noise, even under strong noise environments. Wavelet transform
based fast fractal image coding 1s proposed and as an extension HAAR wavelet transformation also introduced
for further improvement. In this concept, a fractal image compression method based on Haar wavelet method
1s adopted. To increase the compression gain the indexes of range mean bits have been coded using DW'T.
Haar wavelet method is more effective then the classical mapping method in compressing color images. The
image quality was nearly preserved in comparison with traditional method.

KEYWORDS: De-noising, Wavelet, HAAR, low dynamic range, luminance, Retinex, Shadow-up, weighted
variation model.

INTRODUCTION: The low dynamic range (LDR) of modern digital cameras is a major factor preventing
them from capturing images as well with human vision. This 1s due to a limited dynamic range which imaging
sensors have. For this reason, images taken by digital cameras have low contrast in dark or bright regions. To
overcome the problem, various contrast enhancement methods have so far been proposed[15]. In our

previous work[1], we presented a framework of contrast enhancement which can avoid over-enhancement
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and noise amplification. However, the image enhancement is weak when images include strong noise.

Because of this, the result just be enhanced slightly under strong noise environments. The retinex theory

allows us to obtain real-world scenes from original images[2] such that color is unaffected by reflection, so we

use a control factor based on luminance adaptation to reduce the effect of noise on contrast enhancement.

We extend our previous work[1] by applying the retinex theory to achieve a more naturally and clearly

enhanced 1mage, even under strong noise environments. to the readily-available cameras on various devices,

particularly the cell phones.
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RETINEX THEORY Retinex theory is based on the relation, S = R - L, where original image S is the

product of illumination L and reflectance R. When the information of only one surround 1s used for the

conversion of each pixel, its approach is called Single-Scale Retinex (SSR) [6]. In SSR, halo artifacts occur
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unnaturally in the boundary of regions with large gradient values. To solve this problem, Multi-Scale Retinex
(MSR) [7] was proposed. However, since a logarithmic transformation is used, MSR still causes a problem
that the results do not stabilize due to the mfluence of noise in dark areas. Simultaneous reflection &
llumination estimation (SRIE) [8] and weighted variation model (WVM) [1] are also Retinexbased methods.
These methods have a good performance for images without noise, but some strange areas are generated in
strong noise environments. Therefore, many outstanding methods [2], [9], [10] have been proposed to
mmprove the quality of images, and preserve more details.

WEIGHTED VIBRATIONAL METHOD the proposed model can achieve significant improvement by
simply weighting the widely used regularization terms. Compared with classical variational models, the
proposed model can preserve the estimated reflectance with more details. Moreover, the proposed model
can suppress noise to some extent. An alternating minimization scheme 1s adopted to solve the proposed
model. Experimental results demonstrate the effectiveness of the proposed model with its algorithm.
Compared with other variational methods, the proposed method yields comparable or better results on both
subjective and objective assessments. The physical model of light reflection can be simply described as S =
R:L, where S is the observed image, R 1s the reflectance of the image within the range (0, 1], and L is the
tllumination within the range (0, ). The dot “-” denotes pixel-wise multiplication and all images are
vectorized. It follows that S < L. The goal 1s to estimate the reflectance R and the illumination L from the
observed image S. To this end, most variational methods first transform S = R - L into the logarithmic domain,
s =1 + 1, where s = log(S), r = log(R) and 1 = log(L). Using this logarithmic transformation, the first variational
algorithm for this decomposition was proposed in [11]. This approach only models the illumination 1 and
then estimates the reflectance R by exp(s — 1) in post-processing. Another variational method [26] considers
both illumination and reflectance in the objective function, which is arguably more appropriate.

AGCWD (ADAPTIVE GAMMA CORRECTION WEIGHTED DISTRIBUTION):

As we know that Power-law transformation (PLT) [2] method, in which main drawback is to give the value of
gamma manually for image enhancement. This problem solved by the Adaptive gamma correction weighted
distribution method. In which the value of gamma 1s find out automatically with the help of weighted
distribution function. Gamma correction techniques make up a family of general HM (Histogram
Modification) techniques obtained simply by using a varying adaptive parameter 'Y (Gamma). The simple
form of the transform-based gamma correction is derived by

T() = Imax (I/lmax) Y (1)

Where Imax is maximum intensity of the input. The intensity | of each pixel in the input image is transformed
as T () after utilize the Eq. (1). When the contrast is directly or manually modified by gamma correction then

different images will results the same changes in intensity as a result of the ixed parameter. So this problem
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can be solved by probability density of each intensity level in a digital image can be calculated. As we know
that density function of image will be different. So, intensity of each image will be different. The probability
density function (pdf) can be approximated by

Pdf () =nl / (MN) (2)

Where nl is the number of pixels that have intensity | and MN is total number of pixels in the image. The
cumulative distribution function (cdf) i1s based on pdf, and is formulated as:

Cdf () = Y, pdf (k). (3)

After the cdf of the digital image is obtained from Eq. (8) traditional Histogram Equalization (THE) directly
uses cdf as

T () = cdf (1) Imax. (4)

SHADOWUP FUNCTION:

Shadow up function , which consists of a nonlinear part and a Iinear part, 1s given by

I(Izy)) i 1(zy) <y
I(z,y) ,otherwise

where 1(x, y) € [0, 255] 1s the intensity of llumination layer at a coordinate (x, y), T(I(x, y)) is a monotonically
mcreasing function, and Ith i1s an upper limit of the nonlinear part for avoiding over enhancement in bright
areas. Contrast 1s enhanced only when I(x, y) is less than the threshold value Ith, according to (1). To
determine a proper threshold value Ith for illumination layer, we take into account the luminance distribution
of the illumination layer. Let it be H = {(x, y) : Ith <I(x, y) < Imax}, where Ith is the th percentile of luminance

I(x, y) of the input image, and Imax 1s the maximum of I(x, y). The threshold value Ith is calculated as follows:

o 1 .

Iip, = 255 Wi Z I(z,y).
(r.y)eH

A threshold value Ith for a bright image becomes smaller than for a darker image. AGCWD 1s a method to
design a function T((x, y)). However, AGCWD usually causes a noise amplification problem, because it does
not consider the influence of noise included in 1images [4]. To overcome this problem, both the Retinex
theory and Ith are applied to AGCWD 1n this paper.
DEOISING FILTER:
Image de-noising has a great tradition in the research field of signal processing because of its fundamental
role in many applications. In particular, block-matching and 3D filtering (BM3D) [22] 1s one of the most

successful advances. In this paper, BM3D is used as one of noise suppression techniques. Our purpose is not
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only to enhance contrast with noise suppression, but also to preserve details in bright regions based on Retinex
theory. Block-matching and 3D filtering (BM3D) is a 3-D block-matching algorithm used primarily for noise
reduction in 1mages.

GROUPING

Image fragments are grouped together based on similarity, but unlike standard k-means clustering and such
cluster analysis methods, the image fragments are not necessarily disjoint. This block-matching algorithm 1s
less computationally demanding and 1s useful later on in the aggregation step. Fragments do however have
the same size. A fragment 1s grouped if its dissimilarity with a reference fragment falls below a specified
threshold. This grouping technique 1s called block-matching, it 1s typically used to group similar groups across
different frames of a digital video, BM3D on the other hand may group macroblocks within a single frame.
All image fragments in a group are then stacked to form 3D cylinder-like shapes. The BM3D algorithm has
been extended (IDD-BM3D) to perform decoupled deblurring and denoising using the Nash equilibrium

balance of the two objective functions.[2]

HAAR WAVELET TRANSFORMATION In this section we shall introduce the basic notions connected
with the Haar transform. First, we need to define the type of signals that we shall be analyzing with the Haar
transform. Throughout this book we shall be working extensively with discrete signals. A discrete signal 1s a
function of time with values occurring at discrete instants. Generally we shall express a discrete signal in the
form f = (f1, {2,...,fN ), where N is a positive even integer which we shall refer to as the length of f. The values
of [ are the N real numbers f1, {2,....[N . These values are typically measured values of an analog signal g,
measured at the time values t = (1, (2,...,tN . That 1s, the values of [ are 1 = g(t1), {2 = g(t2), ..., IN =g (IN).
For simplicity, we shall assume that the increment of time that separates each pair of successive time values 1s
always the same. We shall use the phrase equally spaced sample values, or just sample values, when the
discrete signal has its values defined in this way. An important example of sample values 1s the set of data
values stored i a computer audio file, such as a .wav file. Another example 1s the sound mntensity values
recorded on a compact disc. A non-audio example, where the analog signal g 1s not a sound signal, 1s a digitized
electrocardiogram. Like all wavelet transforms, the Haar transform decomposes a discrete signal into two
subsignals of half its length. One subsignal 1s a running average or trend; the other subsignal is a running
difference or fluctuation. Let’s begin by examining the trend subsignal. The first trend subsignal, al = (al,
a2,...,aN/2), for the signal f'1s computed by taking a running average in the following way. Its first value, al, is
computed by taking the average of the first pair of values of f: (f1 + 2)/2, and then multiplying it by V2. That
is, al = (f1 +f2)/ V2. Similarly, its next value a2 is computed by taking the average of the next pair of values of
f: (f3 + [4)/2, and then multiplying it by V2. That is, a2 = (3 + f4)/ /2. Continuing in this way, all of the values
of al are produced by taking averages of successive pairs of values of f, and then multiplying these averages
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by V2. A precise formula for the values of al is am = f2m—1 + f2m V2, (1.2) form =1, 2, 8, ..., N/2. For
example, suppose f 1s defined by eight values, say f = (4, 6, 10, 12, 8, 6, 5, 5); then its first trend subsignal 1s
al = (5V2, 11V2, 7 V2, 5 V92). This result can be obtained using Formula (1.2). Or it can be calculated as
indicated in the following diagram: f: 46 10 128655 51175 | | [} al: 5V2 11V2 7V2 5V 2 . You might
ask: Why perform the extra step of multiplying by V2 ? Why not just take averages? These questions will be
answered in the next section, when we show that multiplication by V2 is needed in order to ensure that the
Haar transform preserves the energy of a signal. The other subsignal is called the first fluctuation. The first
fluctuation of the signal f, which is denoted by d1 = (d1, d2,...,dAN/2), is computed by taking a running
difference in the following way. Its first value, d1, 1s calculated by taking half the difference of the first pair of
values of f: (f1—12)/2, and multiplying it by V2. That s, d1 = (F1—12)/ V2. Likewise, its next value d2 is calculated
by taking half the difference of the next pair of values of f: (f8 — f4)/2, and multiplying it by V2. In other words,
d2 = (f8 — f4)/ V2. Continuing in this way, all of the values of d1 are produced according to the following
formula: dm = f2m—1 - f2m V2, (1.3) form =1, 2, 8, . .., N/2. For example, for the signal f = (4, 6, 10, 12,
8, 6, 5, 5) considered above, its first fluctuation d1 is (— V2, — V2, V2, 0). This result can be obtained using
Formula (1.3), or it can be calculated as indicated in the following diagram: f: 4610128655 —-1-110]
LIl dl:=vV2-+v2+20.
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CONCLUSION:

In this paper, we propose and evaluate a visibility estimation framework using multiple 1mage datasets

captured by visual systems that provides contextual information that can be used to complement current fog

prediction systems. We proposed a novel image contrast enhancement method based on both the Retinex

theory and a noise aware shadowup function. The proposed method enhances the contrast of images without
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over-enhancement and noise amplification along with low band width utilization ration. Experimental results
showed that the proposed method successtully enhances contrast, while preserving details in bright regions
and suppressing some noise in dark regions.

FUTURE SCOPE:

So in near future, the problem of uneven illumination of the digital fog removal has to be sorted out. To
enhance the visibility of image caused by atmosphere suspended particles like dust, haze and fog which causes
failure in 1mage processing such as video surveillance systems, obstacle detection systems, outdoor object
recognition systems and intelligent transportation systems. And visibility restoration techniques should be

developed to run under various weather conditions.
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